Chapter 13
Off-Site Surveillance
Systems

Introduction

Bank regulators have used computerized off-site surveillance systems since 1975, yet
during the banking crises of the 1980s and 1990s, bank supervisors seemed surprised as
each new bank crisis erupted. This chapter examines why, even with computerized oft-site
systems, it is difficult to anticipate which banks will fail many years in advance of the fail-
ure and what tools bank regulators can use to identify banks in the various stages of finan-
cial distress.

A brief history of off-site monitoring and a discussion of the advantages and disad-
vantages of off-site systems are followed by a section in which the goals of a forecasting
system are discussed, two sample approaches to achieving those goals are explored, and the
conclusion is drawn that the best way to predict long-term failure rates is to measure risk
characteristics. The next section focuses on the obstacles to predicting failures in the real
world (the life cycle of failing banks, the role of the economic environment, and the non-
linear nature of banks’ financial process), and the following section develops and tests an
analysis of risk groups. Then the systems currently in use at the three bank supervisory
agencies are described, with special attention to the FDIC’s systems for monitoring growth
and tracking changes in bank financial condition that may warrant added supervisory atten-
tion. (Also included is a discussion of several proposed improvements in the FDIC’s
Growth Monitoring System.) A brief concluding section sums up the lessons learned, given
the history of banking in the 1980s and early 1990s and the strengths and limitations of cur-
rent computerized off-site surveillance systems.

History of Off-Site Surveillance Systems

The advent of computerized off-site monitoring of banks in 1975 significantly af-
fected bank examination and enforcement in the 1980s and 1990s. Computerized systems
allowed regulators to analyze rapidly and systematically the enormous amounts of data that
banks report on their Call Reports. Back in the 1960s, when computers and computer time
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were very expensive, there were no off-site monitoring systems as we understand them to-
day. But from the early 1960s onward the price of computer time kept dropping,' and dra-
matic price drops in the early 1970s coincided with a crisis at the Office of the Comptroller
of the Currency (OCC). Two large national banks failed, United States National Bank
(USNB) in 1973 and Franklin National Bank in 1974.

In response to the USNB failure, the OCC commissioned a study by the accounting
firm of Haskins & Sells to recommend changes in the OCC’s examination system. The re-
port, issued in 1975, recommended putting less reliance on comprehensive reviews of as-
sets in the OCC’s banks, increasing the reporting by banks, and establishing a computerized
off-site system.? It also recommended making vast changes in examination procedures, and
implementation in 1976 resulted in a sharp drop in the annual number of on-site examina-
tions, mainly by extending the time between examinations from 12 months to 18 months.?
In 1975 the OCC did institute an off-site system, the National Bank Surveillance System, in
which the primary tool was the Bank Performance Report (BPR).* The surveillance system
drew on early economic research into the causes of bank failure and on the OCC’s own
analysis, and the BPR used various financial ratios and benchmarks of financial perfor-
mance for different “peer groups” to identify banks that could develop problems.>

The Haskins & Sells recommendations were designed to make the OCC examination
system more efficient, but in the early 1980s the computerized ability to analyze Call Re-
port data was used to help justify reducing the frequency of on-site bank examinations and
therefore the number of bank examiners.° In fact, between 1975 and 1983 the OCC became

For example, the System/360 Model 30 IBM mainframe computer, introduced in 1964, had a price-per-instruction-per-
second cost of $25.02 in 1992 dollars. In 1971 IBM released the System/370 Model 135, after which the price per instruc-
tion dropped to $8.91 (1992 dollars), a 65 percent decrease. Throughout the 1970s the rate of price decreases accelerated.
In 1979 IBM released the 4341 mainframe, with which the price per instruction fell to $0.64 (1992 dollars), less than 10 per-
cent of the 1971 price (Emerson W. Pugh, Building IBM: Shaping an Industry and Its Technology [1995], 329).

Eugene N. White, The Comptroller and the Transformation of American Banking, 1960-1990 (1992), 27, 38-39.

In 1976 there were 5,426 examinations in 4,737 national banks; in 1977 there were 2,886 examinations in 5,665 national
banks, a 47 percent decline (White, Comptroller, 38). For a more detailed description of these changes, see Chapter 12.
Before this time the Call Report itself was the principal off-site monitoring tool. Examiners would look at their particular in-
stitution’s Call Report to see if there were any significant changes from the previous examination or the previous Call Re-
port.

Edward 1. Altman, “Predicting Performance in the Savings and Loan Association Industry,” Journal of Monetary Econom-
ics 3 (October 1977): 443—66; and Joseph Sinkey, “A Multivariate Statistical Analysis of the Characteristics of Problem
Banks,” Journal of Finance 30 (March 1975): 21-36. The National Bank Surveillance System eventually became the Uni-
form Bank Surveillance System (UBSS), and the Bank Performance Report became the Uniform Bank Performance Report
(UBPR). Currently (1997), the UBPR is the major tool used by banks and bank regulators to compare an individual bank’s
performance with the performance of its peers. Information on peer groups is given below, in the section entitled “Modify-
ing the Peer Groups.”

White, Comptroller;, 61; and Linda W. McCormick, “Comptroller Begins Major Revamp,” American Banker 147 (April 29,
1982), 15. See Chapter 12.
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so identified with computerized off-site monitoring that the cake at the OCC’s 120th-
anniversary celebration was in the shape of a computer.’

During this same period the Federal Reserve Board (FRB) and the FDIC developed
their own off-site systems similar to the OCC’s.® However, as the number of bank failures
dramatically increased through the early 1980s, it became obvious that off-site monitoring
was not a substitute for frequent, periodic on-site examinations but was instead a valuable
complement to the examination process and could be used to target examination resources.
Examinations provide a scrutiny of management practices that no Call Report can capture,
and makes it possible for loans to be reviewed in detail. Moreover, studies have shown that
examinations affect the integrity of Call Reporting by encouraging banks to recognize loan
losses in a timely manner. And unless Call Report data are accurate, an oftf-site system will
not be effective.’

To make surveillance systems more useful, changes were introduced in the early
1990s. As a result, contemporary bank surveillance systems are designed to take Call Re-
port data and build indicators of the condition of a bank so that regulators can determine
whether additional supervisory attention is warranted before the next regularly scheduled
on-site examination. Regulators have also developed various failure models that predict
how many banks have a high probability of failure within the next two years. These models
are used to plan for the FDIC’s future cash needs and to alert examiners to the impending
failures.

Advantages and Disadvantages of Off-Site Monitoring

The best way for supervisors to track the condition of banks is to conduct frequent, pe-
riodic on-site examinations of banks. But examiners cannot be perpetually on-site at all
banks—that would be prohibitively expensive and, for most banks, unnecessary. Even in
1988, the worst year of the bank crisis, only approximately 2 percent of U.S. banks failed.
Therefore, regulators now help bridge the time between regularly scheduled examinations
by combining off-site monitoring systems and additional examinations so that they have
up-to-date evaluations of the financial condition of banks.

Off-site systems currently being used by bank regulators have several strengths. First,
they are “current.” That is, they are updated every quarter with new Call Report informa-
tion. Second, they are far less intrusive than on-site examinations. This is very important.

7 Andrew Albert, “Comptroller’s Office Throws a Bash,” American Banker 148 (November 4, 1983), 16.

8 Barron H. Putnam, “Early-Warning Systems and Financial Analysis in Bank Monitoring,” Federal Reserve Bank of Atlanta
Economic Review 68 (November 1983): 6-12.

° Drew Dahl, Gerald A. Hanweck, and John O’Keefe, “The Influence of Auditors and Examinations on Accounting Discre-
tion in the Banking Industry” (paper presented at the Academy of Financial Services conference, October 1995).
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To achieve the same level of surveillance without these systems would require more on-site
examinations and more staff. Third, these systems help regulators target examination re-
sources efficiently. Institutions that show signs of financial distress can have their exami-
nation dates moved forward, or an institution can be contacted and asked to explain the
changes observed. This also means that well-run and highly rated institutions will generally
not be examined outside of the regular examination schedule. Fourth, today’s off-site sys-
tems enable the failure models to be modified and updated with relatively few staff re-
sources. Finally, whereas examinations focus on the current condition of the bank, off-site
systems—which are current in terms of information—have the potential to identify high-
risk characteristics that may increase the probability that a bank will fail.

Although the systems now in use function reasonably well, they have some weak-
nesses that generally stem from their complete dependence on Call Report data. For exam-
ple, Call Reports do not note either the quality of management or management practices, as
on-site examinations do, so the evaluation of management remains outside the realm of off-
site systems. Likewise, under current methods, only on-site examinations look at individual
loan files. A less-serious example of the problem with relying solely on Call Report data is
that the accuracy of any of the models’ data depends on on-site examinations (accordingly,
the predictive power of the models decreases as the time between examinations increases).
In addition, because of increased industry consolidation, only on-site examinations can de-
termine the geographic loan concentrations of some banks. ! Finally, because contemporary
off-site models are used to assist in the examination process, they are “current condition ori-
ented,” which is their first strength, but for that very reason they do not measure the long-
term risk in a bank—yet key aspects of changes in a bank’s operations may take place as
much as four or five years before a bank’s crisis.

Discovering What a Forecasting System Can Do

To see why today’s surveillance models work well in identifying a bank’s current con-
dition but not the risks a bank may face well into the future, researchers at the FDIC exam-
ined the characteristics of banks that failed and banks that survived over a five-year period.
To examine how banks’ condition changed over time, they constructed a data set consisting
of all banks that existed in 1982 and either were still in existence in 1987 or had failed in
1986 or 1987 (banks that failed after 1987 or between 1983 and 1985 were excluded). The
set of banks examined therefore contained two clear types: those that existed over the entire
five-year period and never experienced failure, and those that existed at the beginning of the
five-year period and failed during the fourth or fifth year.

10 David Holland, Don Inscoe, Ross Waldrop, and William Kuta, “Interstate Banking—The Past, Present, and Future,” FDIC
Banking Review 9, no. 1 (1996): 1-17.
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Four indicators of bank condition were examined: (A) equity ratio, (B) coverage ratio
(equity plus reserves less delinquent loans, to total assets), (C) return on assets, and (D)
nonperforming loans (see figure 13.1). In 1982, banks that would not fail during the next
five years had an average equity ratio of 8.84 percent, while banks that would fail had a ra-
tio 55 basis points lower (8.29 percent). This lower ratio is above the level that, under the
risk-based system now in effect, is considered well capitalized. The coverage ratio, of
course, was also lower for future failures: 6.57 percent versus 7.90 percent; so was the re-
turn on assets: 86 basis points versus 101 basis points. Nonperforming loans were slightly
higher in the future failures: 2.3 percent of assets, versus 1.44 percent of assets in nonfailed
banks. For all of the indicators, the average was worse for the future failures than for the
survivors. However, these ratios would not in themselves be considered typical, or predic-
tive, of banks that would fail, for the future failures also had good capital levels, decent
earnings, and a low percentage of nonperforming loans.

With each passing year, the divergence between the healthy banks and the failed banks
grew. By 1984, three years before failure, the equity ratios of the failing banks were 179 ba-
sis points lower than those of the nonfailed banks (6.85 percent versus 8.64 percent). The
healthy banks had maintained a return on assets of 84 basis points, whereas the failures had
fallen to -77 basis points. The future failures also showed the beginnings of large increases
in their nonperforming loans, which had risen from 2.3 percent in 1982 to 5.05 percent in
1984.

The data from 1985 demonstrate the wide differences that had developed between the
two groups of banks. Equity at the healthy banks was virtually unchanged at 8.63 percent
(compared with 8.64 percent in 1984), whereas at the future failed banks it had dropped 199
basis points to 4.86 percent. The failed banks’ coverage ratio had fallen below zero (-2.06
percent); losses were accumulating rapidly, bringing the return on assets down to -2.71 per-
cent; and the level of nonperforming loans had increased 76 percent to 8.87 percent of as-
sets, above the average equity of three years earlier.

At the end of 1985, just before their failure, the failing banks are easy to identify. Their
average equity was a very low 1.54 percent (healthy banks had 8.54 percent) and they were
suffering enormous losses, with an average return on assets of -5.44 percent; nonperforming-
loan ratios exceeded 12 percent. These data clearly show, therefore, that standard indicators
of condition can identify banks that are already in financial distress but do not indicate
which banks may become distressed.

Instead of looking at indicators of condition, if we look at the risk characteristics of the
same banks over the same five-year period, we find a somewhat different pattern. Whereas
the condition indicators for failed and surviving banks were very similar many years before
failure, some of the risk indicators show wide differences several years prior to failure. The
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Figure 13.1
Bank Condition Ratios for Failed and Nonfailed Banks, 1982-1986
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four ratios used to measure risk in a bank were (A) the loans-to-assets ratio, (B) the asset
growth rate, (C) the interest-and-fees-to-loans ratio, and (D) the salary-to-employee ratio
(see figure 13.2).11

In 1982, in all four risk categories the surviving banks had lower average ratios than
the failed banks. The surviving banks had a loans-to-assets ratio of 49.6 percent, a full 10
percent below the 59.8 percent ratio of the failed banks. Failed banks had an interest-
income-and-fees-to-loans ratio that was almost 200 basis points above the ratio of the sur-
viving banks (8.91 percent versus 6.97 percent). Failed banks were also growing slightly
faster than the survivors: 13.9 percent per year versus 12.1 percent. And failed banks had
salary-to-employee ratios that were 5.7 percent above those of surviving banks: $20,364 per
employee for failed banks and $19,272 for survivors.

The pattern that developed over time for the risk indicators was very unlike the pat-
tern for the condition indicators. For three out of four of the risk indicators, the difference
between failed and surviving banks hardly changed at all. By the end of 1986 the failed
banks had an average loans-to-assets ratio 12 percent higher than that of surviving banks (in
1982 the difference was 10 percent). The interest-and-fee-income ratio was still 200 basis
points higher for failed banks than for survivors; and the failed banks’ salary ratio—which
in 1982 had been 5.7 percent higher than that of the surviving banks—was 4.8 percent
higher ($24,637 for failed banks, $23,500 for survivors). The only ratio that demonstrated
a dramatic difference over time was the asset growth rate. Over the entire period the asset
growth rate for failed banks plummeted, going from a high of 13.9 percent in 1982 to 9.88
percent in 1984 and then to -5.5 percent in 1986, but the asset growth for surviving banks
never fell below 8.8 percent.

The condition indicators and risk indicators behave in such dissimilar ways (except
for asset growth) that they are obviously measuring different aspects of banks. The current
condition of a bank, as measured by the four condition indicators discussed above, can be
viewed as the result of the risks the bank has accepted over a number of years. Exposure to
excess risk can ultimately produce the conditions that cause failure. Exposure to risk in-
volves the types of loans the bank issues or the type of business it chooses to enter, and in
their day-to-day operations banks are continuously changing their risk exposure. Eventu-
ally such changes are reflected in the condition statements of the banks. If risk can be mea-
sured, it might be possible to see if banks that engaged in riskier practices failed at a higher
rate than less-risky banks.

' The definitions of these risk ratios and explanations of what they measure are presented in table 13.1 (in the subsection en-
titled “Developing a Procedure”).

History of the Eighties—Lessons for the Future 483


https://13.2).11

An Examination of the Banking Crises of the 1980s and Early 1990s Volume |

Figure 13.2
Bank Risk Ratios for Failed and Nonfailed Banks, 1982-1986
A. Loans to Assets - B. Asset Growth Rate
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Banks earn profits by accepting and managing risk. For example, when a bank issues
a loan, the bank’s management is making a conscious decision to accept the risk that the
borrower will default. By issuing a large number of loans the bank can spread the risk of de-
fault over an entire portfolio. Borrower default is just one of the risks that bank manage-
ment faces—and an important aspect of management’s responsibilities is to establish the
levels and types of risks the bank can accept, given management’s ability to manage risk
and the bank’s ability to absorb the losses that may result. If the bank accepts too little risk,
earnings will suffer, but if it accepts too much, it might face losses that would consume the
institution’s capital.

The types of risk a bank faces include credit risk, interest-rate risk, concentration risk,
liquidity risk, and operating risk. Credit risk is the risk of default by a borrower. Interest-
rate risk refers to the risk that an asset will lose value as interest rates rise or fall, or the risk
that interest-rate changes will adversely affect income. Concentration risk refers to a situa-
tion in which a large percentage of assets are concentrated in one product or in one geo-
graphic area. This type of risk can flow from the very nature of the bank’s business. For
instance, small banks in agricultural communities are highly exposed to the risks of the
agricultural economy. Likewise, specialized mortgage lenders are highly exposed to ex-
treme changes in mortgage markets. Concentration risk can also occur when an institution
undergoes rapid growth: the rapid growth results in the bank’s having a high concentration
of unseasoned loans, probably approved in a boom economy, or at least a benign one, but
this high concentration of recent loans puts the institution at considerable risk when the eco-
nomic environment worsens. Liquidity risk refers to potential difficulties in meeting cash
demands from liability holders out of current assets. Operating risk is the risk of loss from
mistakes and inefficiencies in the operation of the bank. A bank can fail from any one of
these risks or from a combination of them.'?

These risks may be magnified when bank management changes the institution’s goals.
For example, one particularly well-documented case is that of Continental Illinois (see
Chapter 7). In 1976, acting on a report by the management consultants McKinsey & Co.,
the bank made very significant changes in its operating philosophy and decided to concen-
trate its lending in high-growth segments of the economy. In addition, to implement this
strategy fully the bank “decentralized” its lending function and made loan approvals much
easier to obtain.'? In other words, the bank made a conscious decision to increase its risk
profile. By concentrating lending in high-growth areas—that is, by lending into a “boom”
sector—management increased the risk that loan defaults would result when the bust oc-
curred. By reducing management controls for loan approvals, the bank also made it more

12 George J. Vojta, Bank Capital Adequacy (1973).
13 Business Week (October 21, 1982): 82.
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likely that loans would go to financially weak firms. Not long after initiating these changes,
Continental’s senior management established a goal of growing to be one of the three
largest commercial lenders in the nation.'* Within two years after changing its goals, Con-
tinental had markedly increased its risk exposure.

Though it is difficult to detect differences in the financial condition of failing and sur-
viving banks many years in advance of the failure, it may be possible to determine if failed
and surviving banks have different risk characteristics. But even if it is possible to identify
risk characteristics and therefore to identify a large percentage of eventual failures, it is
nonetheless true that among banks with the same risk characteristics, a very high percent-
age may survive.

Thus, both accuracy and comprehensiveness are required if a system or model is to be
judged effective. A failed-bank model might be calibrated so that a high percentage of its
predicted bank failures actually fail, with a correspondingly low percentage of predicted
bank failures that actually survive. This high accuracy, however, may not mean that the
model identifies all, or even a majority, of the problem institutions. Alternatively, the model
can “flag” a large percentage of the total number of banks as potential problems or failures,
and although the probability that any individual bank will actually fail is low, a large per-
centage of failing institutions will nonetheless eventually be captured.

In statistics one quantifies these trade-offs by deciding what type of error one is will-
ing to accept—Type I or Type II. A Type I error is an error one makes by rejecting a null hy-
pothesis when the null hypothesis is in fact true, and a Type II error is an error one makes
by accepting a null hypothesis when the alternative hypothesis is in fact true.!> The trade-
off between Type I and Type II errors is exemplified by the U.S. criminal justice system, in
which a person is presumed innocent until proven guilty. In a criminal trial, the null hy-
pothesis is that a defendant is not guilty. A Type I error occurs when an innocent person is
found guilty (convicting the innocent). A Type Il error occurs when a person who is guilty
is incorrectly acquitted (acquitting the guilty). There is an obvious trade-off between the
two types of errors. If one wants to have a very low Type I error (few innocents wrongly
convicted), one usually accepts the fact that there will be a large Type Il error (a large per-
centage of acquitted people will in fact be guilty). To minimize the occurrence of the Type
I error, the courts require that there be evidence “beyond a reasonable doubt” in order to
convict someone. ' Likewise, if a small Type II error is desired (so that few people who are

14 Ibid., 83.

15 Richard W. Madsen and Melvin L. Moeschberger, Statistical Concepts with Applications to Business and Economics
(1986), 360-65.

16 Tn a civil case, the standard is the less-exacting “a preponderance of the evidence.”
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actually guilty are acquitted), then there is likely to be a very large Type I error (many in-
nocent people will be judged guilty).

These trade-offs are inherent not only in statistical models but also in the bank exam-
ination system. All banks are examined within 18 months of the previous examination
whether or not there is any evidence of a negative change in the bank’s financial condition.
The examinations are performed to capture the relatively few banks that have significant
changes. Thus, in contrast to the criminal justice system, the bank examination process has
a large Type I error: many healthy banks are examined so the regulators can find the few
that had negative changes. These trade-offs are important to keep in mind when one con-
siders the various surveillance systems.

Real-World Obstacles to Forecasting

For several reasons, it is difficult to identify future problem banks even when the ef-
fort is made to identify risk factors. The life cycle of problem banks is such that in its early
years, future problem banks cannot yet be clearly distinguished from other banks. In addi-
tion, both the economic environment and the financial process are dynamic and not easily
modeled by the forecasting tools available.

The Life Cycle of a Bank Failure

In interviews with bank and thrift regulators, rapid loan growth was identified again
and again as a precursor to failure. Whether or not loan growth is the primary risk in which
banks engage, one regulator’s description of a three-phase process by which rapid loan
growth evolves into a major problem does a good job of laying out the long-term nature of
the development of a bank’s financial distress.

In the first stage, there is rapid loan growth; loan concentrations emerge, and lending
is aggressive (internal controls in the growth areas are weak, and underwriting standards are
lenient). The increased lending may be, but is not always, funded by a volatile lending
source. This growth could occur throughout the entire institution or within a specific asset
type. If the growth is in a specific asset type, the increase could stem either from growth in
concentration in a loan category or from a shift into a new activity, with subsequent growth.
If the rapid growth draws the attention of the relevant regulator, management usually points
to the excellent earnings and contribution to capital that the growth has provided. This stage
of the development of the problem can take up to two years.

In the second stage, the institution has rising loan-quality problems. Associated ex-
penses may far exceed industry averages. Nonrecurrent sources of income are used to main-
tain the same level of profits that existed during the growth phase. Eventually profits begin
to decline, and inadequate reserve levels become apparent. At this point the bank may be
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“loaned up” (that is, have a high loans-to-assets ratio). Management may still believe that
the problem is manageable. This stage may take an additional one to two years.

In the final stage, deteriorating asset quality is a serious problem. The institution is in-
curring large loan losses, and charge-offs have increased. If the institution is large, the cap-
ital markets have recognized that the institution has inadequate loan-loss reserves and are
unwilling to provide fresh capital. At this point, major changes in the bank’s operations are
necessary. Dividends may be cut, expenses (mostly personnel) are slashed, and assets are
sold to cover charge-offs and operating expenses (especially in larger institutions). This cri-
sis phase may last up to a year and results either in the failure of the bank or, if dramatic and
fundamental changes are made, in its eventual recovery.

As this account of the life cycle of failure makes clear, only in the course of years do
changed behavior and the acceptance of greater risk lead to financial distress or failure. Af-
ter all, neither growth itself nor most other risk taking is necessarily bad for a financial in-
stitution. Banks earn their income by assuming risk; to increase risk through growth can
therefore be a sound strategy. Such a strategy would ideally be accompanied by increases in
capital as a buffer against higher losses, maintenance of high underwriting standards, and
attention to proper risk management—in other words, by prudent management of the insti-
tution’s growth. Moreover, regardless of whether the increased lending is prudent, ill timed,
or very risky, the growth will generate added revenue from increased loan fees and interest
income. In addition, because these are all new loans, initially there are no delinquencies and
no loss charge-offs, so that the growth is almost always accompanied by growth in income
and capital (assuming retained earnings). Only over time do the effects of growth or other
risk taking—whether these effects are good or bad—become apparent. This long lead time
before problems appear makes it difficult to identify future problem banks accurately.

The Dynamics of the Economic Environment

Long lead times are not the only problem encountered in forecasting failures. There
are two others.

One is that economic conditions, both regional and national, change over time, but the
changing nature of economic conditions is not built into failure forecasts. All failure fore-
casts are based on financial profiles of banks, indicating whether a bank has the character-
istics of other banks that have failed. This seems relatively straightforward. If it is found
that failed banks have low capital levels, high percentages of nonperforming assets, and
poor earnings, then nonfailed banks with similar financial profiles should be considered
probable failures. Embedded in this type of analysis, however, is the underlying assumption
that the set of economic conditions under which the failures occurred will not change. With-
out explicit economic variables in a model, the forecasts for future failures assume the same
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economic environment as the one in which the actual failures occurred: the then-current
interest-rate environment, the particular real estate market, and the same general nation-
wide economic health. But if economic conditions change, as they always do (for example,
there may be a recession or a dramatic interest-rate change), the number of actual failures
(or CAMEL rating downgrades) can substantially diverge from the forecasts.

The Dynamics of the Financial Process

Finally, forecasting is difficult because normal economic models assume linearity, but
as the three-stage life cycle shows, the financial process that leads to failure is inherently
nonlinear. Failure is a rare event, and only extreme behavior eventually causes a bank to
fail. For an analogy, consider the situation of people who are overweight (assuming that ex-
cess weight is bad for a person’s health): if overweight people continue to gain weight their
health will worsen, and if they lose weight their health will improve—but if they lose too
much weight, their health will again suffer. Many aspects of bank risk taking can be thought
of in the same way: too much growth can result in financial distress, but too little may
threaten the bank’s long-term financial viability. This “too much or too little” phenomenon
makes the financial process nonlinear; hence, both very high growth and very low growth
may be “risky.” For that reason, economic models that attempt to capture the specific dy-
namics of the financial process are unstable and lumpy, and do not isolate the risks of fail-
ure.

Analysis by Risk Groups

To isolate these risks, contingency table analysis is needed in which the specific dy-
namics of the process are ignored and one looks at “levels” of risk or risk groups to classify
banks or people (the underlying dynamics of the process, nevertheless, are always present).
Analysis by risk groups is most common in epidemiological studies. For example, a person
who smokes has twice the risk of having a heart attack compared with a person who does
not smoke. The risk of a heart attack is also double for a person who has high blood pres-
sure or high blood-cholesterol levels. In addition, these risk factors are multiplicative: if a
person has two factors, the risk of a heart attack increases four times; if all three factors are
present, the risk increases eightfold.!” For banks it may be possible to determine risk factors
in a similar manner—in other words, to develop nonlinear models. The two subsections that
follow give details of an attempt to do that.

17 NIH Pub. No. 93-2724, rev. October 1992, National Heart, Lung and Blood Institute, National Institutes of Health.
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Developing a Procedure

In connection with heart attacks, the levels for “high blood pressure” or “high choles-
terol” have already been determined. In contrast, for banks the levels for risk factors have
not yet been identified. We assume, however, that risk increases when the risk measure in-
creases. The goal in analyzing risk measures is to find the set of variables that has the great-
est predictive power for determining which banks will fail.

A group of researchers at the FDIC chose nine measures of risk to study and eventu-
ally used eight of them (see table 13.1). To determine how these measures of risk predict
failure individually and as a set, the researchers divided each measure into five risk groups
(quintiles) from high to low, using the data for the years 1980, 1982, 1984, 1986, and 1988.
For each year studied, banks that never failed were separated from banks that failed four or
five years later (all other banks that existed for only part of the five-year period were ex-
cluded from the study, as is explained in more detail below). Both groups of banks in each
period were then analyzed to determine which risk measures were the best long-range pre-
dictors of failure (the details of the analysis also appear below).

A brief summary of the results of the analysis appears here (a fuller presentation ap-
pears in the next subsection). Among this group of variables, the best long-range predictor

Table 13.1
Ratio Measures of Bank Performance

Identification of Variable What the Variable Measures
Loans-to-assets ratio Liquidity and risk. The higher the ratio, the greater the amount
of the bank’s total portfolio that is subject to default risk.
Deposits over $100,000 (large deposits) The use of larger deposits to fund assets. These deposits may
to total liabilities* be more volatile than fully insured deposits.
Return on assets The bank’s profitability. Low ROA may encourage risk taking

by the bank. High ROA may indicate high-risk lending to in-
crease profits.

Asset growth from previous year Risk of growth.

Loan growth from previous year Risk of growth.

Operating expenses to total expenses Management’s control of expenses. Higher expenses are as-
sumed to be an indicator of loose controls.

Salary expenses per employee Management’s control of expenses.

Interest on loans and leases to total loans and leases The average income of loans. High yields might indicate that

(interest yield) the bank is originating high-risk loans.

Interest and fee income to total loans and leases Income. The addition of fees to the variables may catch firms

(interest and fees to loans) that are loading up on fee income.

* This variable was eventually dropped (see the discussion below about banks in Texas).
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of failure is a bank’s loans-to-assets ratio. This result appears to be consistent across all
years and all regions. In all five years studied, approximately 50 percent or more of the fail -
ures come from the top loans-to-assets quintile. In the last three periods (1984 through
1988), if banks in that quintile are excluded, then the banks in the highest return on assets
(ROA) risk group are the best predictor of failure.

The evidence is strong that the basic pattern of bank distress and failure as set forth by
the regulators and presented above is valid. Banks that eventually become troubled do un-
dertake risky business strategies several years before their financial condition deteriorates.
But even if it turns out to be possible to identify these risky strategies, it may still be very
difficult to identify which banks within a risk group will fail and which will survive. In ad-
dition, the predictions have a large Type II error: although the procedure identifies the quin-
tile that contains a very large percentage of the failures, more than 95 percent of all the
banks in the quintile never fail.

Contingency Table Analysis: Methodology and Results

The data for the study were constructed from all BIF-insured institutions (banks and
savings banks) that existed in the beginning year and either did not ever fail (then or later)
or failed four or five years from the beginning date. Thus, the study excludes banks that ex-
isted in the beginning year and (a) failed before the fourth year, (b) were merged out of ex-
istence during the period, or (c) failed subsequently; and it also excludes all de novo banks
created during the period. The reasons for the exclusions were that banks that failed or
merged in the interim period were not in the sample long enough to be studied, nor were de
novo banks, and banks that failed subsequent to the period under study were excluded to en-
sure that each sample had clearly defined groups of survivors and failures.

So that an epidemiological approach could be used, a contingency table analysis was
performed on each year’s data. First, a logit regression was performed on each variable,
where the dependent variable was whether the bank failed or did not fail (1 or 0). The vari-
able with the highest predictive power for failure was determined by a Chi-Square test score
for each regression. The coefficients for each quintile grouping of the variable were then
compared, and a Chi-Square test was performed to determine which quintile or group of
quintiles was the best predictor of failure. The split of the quintiles created a “high-risk”
group and a “low-risk” group. The analysis was then repeated on both of the two groups to
determine the next-best predictor of failure in each group. This procedure was repeated for
each subgroup until the cells became too sparse (the number of failures was too low) to an-
alyze (see figure 13.3).18

18 The procedure used was not complicated but was very time-consuming. Thus, it was important to keep the number of an-
alyzed variables at a reasonable level.
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The five study periods began in 1980 and spanned ten years of failures, from 1984 to
1993. Included were 1,193 failures. Not included were 300 failures that occurred during the
period but were excluded from the study because they fell into one of the following groups:
(1) banks that did not exist for at least four years, (2) banks that were taken over under a
“cross-guarantee” subsequent to the passage of the Financial Institutions Reform, Recov-
ery, and Enforcement Act of 1989, (3) banks that were closed primarily because of fraud,
and (4) subsidiary banks of First Republic and First City that had composite CAMEL rat-
ings of 1 or 2 as of closing (similar to cross-guarantees).

An examination of the relationship between the nine variables and the failures over
the five different periods reveals that banks in the highest loans-to-assets quintile had the
highest probability of failure for the periods beginning in 1980, 1982, and 1988 and the sec-
ond-best “high-risk” probability in 1984 and 1986. In those two years the best predictor was
the large-deposit ratio.

However, because the large-deposit ratio did not show up as either a primary or a sec-
ondary indicator in 1980 or 1982, there was concern that it might not be an indicator of

Figure 13.3
Procedure Used in Contingency Table Analysis
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1.24% Failed
n=10,707

499

LOW RISK
Loans-to-Assets
Quintiles 1-4
0.71% Failed
n=8,564

HIGH RISK
Loans-to-Assets
Quintile 5
3.36% Failed
n=2,143

Return on Assets
Quintiles 1-4
0.38% Failed

n=6,914

Return on Assets
Quintile 5
2.12% Failed
n=1,650

Average Salary
Quintiles 1-4
2.06% Failed

n=1,651

Average Salary
Quintile 5
7.72% Failed
n=492

History of the Eighties—Lessons for the Future




Chapter 13 OF-Site Surveillance Systems

volatile funding. This issue arose apropos of banks in Texas—the predominant state in the
Southwest—which was a unit-bank state. The lack of branching might have forced Texas
banks to rely more heavily on large deposits than did banks in states with branching. In pe-
riods of high growth, the inability to produce deposits through a branch system might also
produce high ratios of large CDs. It was hypothesized that the large-deposit ratio might be
a function of the particular region rather than an actual risk measure. To test the theory, the
researchers examined the distribution of Texas banks’ large-deposit ratio and found that
Texas banks were extraordinarily concentrated in the high quintiles of large deposits. In
1980, 63 percent of Texas banks were in the two highest quintiles. During the next four
years, assets in Texas banks grew 66 percent (from $118 billion to $198 billion),'” and by
year-end 1984, 84 percent of Texas banks were in the two highest quintiles of the large-
deposit ratio (58 percent were in the highest quintile). In 1986 the comparable figures were
89 percent and 68 percent. It appears that Texas started the 1980s with a higher-than-
average number of banks with a high percentage of large deposits, and banks in that state
disproportionately used large deposits to fund asset growth. Thus, large deposits indicated
a high probability of being a Texas bank rather than being an indicator of risk, so large
deposits were dropped from the list of variables.

Once large deposits were excluded, the loans-to-assets ratio was always the best pre-
dictor of future failure. Being in the highest loans-to-assets quintile more than doubled a
bank’s probability of failure (see table 13.2). More important, after 1980 more than 50 per-

Table 13.2
Probability of Failure When a Bank Appears in the Highest-Risk Category

Increased Probability

. Highest Lo of Failure from Total
Aggregate Failures Loans-to-Assets Quintile Population to Banks in
Probability Probability Highest Loans-to-
Beginning of Failure Number of of Failure Number of Assets Quintile
Year (Percent) Failures (Percent) Failures (Percent)
1980 1.51 184 3.62 88 140
1982 245 291 6.75 160 175
1984 2.89 332 8.20 188 184
1986 2.25 253 6.46 145 187
1988 1.24 133 3.36 72 171

19 FDIC, Statistics on Banking: A Statistical History of the United States Banking Industry, 19341994, vol. 2 (1995), E-545.
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cent of the total failures for each cohort of banks came from the highest loans-to-assets
quintile.

As noted, in the contingency table analysis the banks were split into two groups, the
“high-risk” group (in this case, the banks in the highest loans-to-assets quintile) and the
“low-risk” group (all other banks), and the calculations described above were repeated so
that the next-greatest indicators of risk could be found.?° This second-level analysis for the
high-risk group did not yield a consistent pattern for second-level predictors. In 1980 and
1982, the interest-and-fee-income ratio was the best second-level predictor; in 1984, 1986,
and 1988 the second-level predictors were, respectively, asset growth, return on assets, and
average salaries. This result is discouraging, for it indicates that the relationship between
the second-level risk indicators and failure is unstable (see table 13.3).

If a bank was not in the highest-risk quintile, that did not mean the bank had no risk of
failure. A little under half of all banks that failed were not in the high loans-to-assets quin-
tile, so it may be useful to see if the remaining banks that failed had any identifiable risk
characteristics. For banks that were not in the high-risk loans-to-assets quintile, the best
predictors of failures were loan growth in 1980, interest yield in 1982, and ROA in 1984,
1986, and 1988. The risk indicators for the so-called low-risk groups (that is, all groups ex-
cept the highest-risk quintile) performed quite well. They identified a very large percentage
of the remaining failures, particularly in 1986 and 1988, when being in the highest ROA
quintile identified 57 percent of the remaining failures. If the high-risk and low-risk groups

Table 13.3
Probability of Failure When a Bank
Appears in the Highest- and Second-Highest Risk Categories

Highest Loans-to-Assets Quintile Subset of Loans-to-Assets Quintile
Probability Percent of Probability Percent of
Beginning of Failure Total Second-Level of Failure Total Failures

Year (Percent) Failures High-Risk Ratio (Percent)

1980 3.6 47.8 Interest and loan fees 7.2 31.5
1982 6.8 55.0 Interest and loan fees 11.6 354
1984 8.2 56.6 Asset growth 12.6 28.0
1986 6.5 57.3 Return on assets 12.0 27.3
1988 34 54.1 Average salary 7.7 26.3

20 After the first “high-risk” group was identified, the remaining banks were not redistributed into new, equal quintiles.
Rather, they were left in the original quintile distribution, with the already identified “high-risk” banks removed.
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were taken together in 1988, they would contain more than 80 percent of the study group
failures (see table 13.4).

From these results, one can infer that it may be possible to identify groups or popula-
tions of banks with a high probability of containing a high proportion of future failures, or
that it may be possible to identify large populations of banks with a very low probability of
failing in the future. Thus, the analysis described above has limitations that must be con-
sidered. First, to identify 80 percent of the failures, the contingency analysis “flagged” 35
percent of the entire study population for 1988: 2,143 banks in the loans-to-assets quintile
and 1,650 banks in the ROA quintile, or a total of 3,793. The entire study population for that
year consisted of 10,707 banks, 133 of which failed, and 107 of the failures (80 percent of
133) were in two identified risk groups. The two identified risk groups also contained 3,686
banks that did not fail, or approximately 97 percent. In addition, in 1988 there was no way
to identify which 3 percent would fail in 1992 or 1993. Nor would identification have been
much easier if only the highest-risk loans-to-assets banks had been identified. In the 1988
cohort approximately 96 percent of the high-risk loans-to-assets quintile survived, and in
the 1984 cohort (the one with the highest number of failures), 92 percent survived. Second,
to differentiate clearly between failures and survivors, the analysis was performed on a sub-
set of all banks, but the exclusion of some banks from the analysis might have introduced
measurement errors. Third, the lack of consistency in the secondary risk factors may mean
that the industry changes so rapidly that supervisory attention could be diverted to moni-
toring diminishing risks instead of identifying emerging risks.

Table 13.4
Probability of Failure in “Low-Risk” Banks
(Banks Not in the Highest-Risk Group)

Highest Loans-to-Assets Quintile “Low-Risk” Failure Indicator

Probability Percent of Probability Percent of

of Failure Total High-Risk Indicator of Faillure* Remaining

Year (Percent) Failures for “Low-Risk” Group (Percent) Failures f
1980 3.62 47.8 Loan growth 2.32 41.7
1982 6.75 55.0 Interest yield 3.76 40.4
1984 8.20 56.6 Return on assets 3.96 45.1
1986 6.46 57.3 Return on assets 3.74 57.4
1988 3.36 54.1 Return on assets 2.12 57.4

* This is the probability of failure in the remaining 80 percent of banks that are not in the high-risk loans-to-assets quintile.
1 Excludes failures in the high-risk loans-to-assets quintile.
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The FDIC’s Growth-Monitoring System (GMS)

The contingency analysis—attempting to identify the interactions within a set of risk
groups in order to find a way to predict future failures—feeds into and seeks to improve the
FDIC’s growth-monitoring system (GMS). GMS was developed during the mid-1980s and
was designed to detect the initial stage in the life cycle of failing banks—the rapid-growth
stage. The system’s premise is that rapid growth in total assets (or loans) represents a risky
activity of which bank supervisors should be aware. Growth-related risk can come in at least
two areas, loans and bank management: there may be increased loan concentrations in risky
areas, and there may be management lapses such as lowered underwriting standards, in-
creased reliance upon volatile funding, or a general weakening of internal controls in order
to facilitate rapid growth. Banks that GMS identifies as rapid-growth institutions in these
two areas are flagged for off-site review and may receive increased supervisory attention.

The system is based upon the levels and quarterly trends of five summary measures.
These include two growth rates (for total assets and for loans and leases) along with three
financial ratios (as percentages of assets): loans and leases, plus securities with maturities
of five years or more; volatile liabilities; and equity capital.?! The system measures both the
levels and the trends (growth) of the three financial ratios in addition to asset growth and
loan growth, for a total of eight terms. Banks’ percentile rankings are computed quarterly
for each of the eight terms; all percentile rankings are relative to a bank’s Uniform Bank
Performance Report (UBPR) peer group (see appendix B). There are 25 UBPR peer groups
based on asset size, location in a metropolitan area or a nonmetro area, and number of
branch offices. These eight percentile rankings are subsequently weighted in a two-step
process, and the weighted percentile rankings of the eight terms are then summed to give a
GMS score (see table 13.5).

Composite GMS scores are evaluated separately for two groups of banks. The first
group is composed of banks whose quarterly asset and loan growth rates were 5 percent or
more (high-growth banks). For all high-growth banks, composite GMS score percentile
rankings are computed. Banks in the highest composite GMS score percentiles—currently
the 95th to 99th percentiles—are “flagged” for off-site review. Supervisors may also review
banks beneath the 95th percentile, particularly those with poor CAMEL ratings. The second
group is composed of banks with quarterly asset and/or loan growth under 5 percent (low-
growth banks). These low-growth banks” GMS scores and related information are available
for review by regional office examiners in the GMS system.

21 Volatile liabilities are defined as the sum of the following: time deposits of $100,000 or more, deposits in foreign offices,
federal funds purchased and repurchase agreements, demand notes issued to the U.S. Treasury, and other liabilities for bor-
rowed money.
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Table 13.5
Hypothetical GMS Score Computation Example

Trend Trend Ratio Ratio Raw

Weight Percentile Weight Percentile Score Weight Score
Asset growth 0.60 X 98 + - X - = 589 x 0.67 = 394
Loan growth 0.60 X 99 + - X - = 594 x 0.00 = 0.0
Loans and
securities/assets 0.60 X 98 + 0.40 X 82 = 916 x 0.11 = 10.1
Volatile
liabilities/assets 0.60 X 96 + 0.40 X 86 = 920 x 0.11 = 101
Equity/assets 0.60 X 98 + 0.40 X 85 = 928 x 0.11 = 102

Composite GMS Score 69.8

The next subsection contains a detailed review of GMS’s predictive abilities as many
as five years before deterioration in banks’ financial condition. The findings can be summed
up as follows: GMS appears to perform the function for which it was designed. The system
identifies a group of banks that have a higher-than-average risk of failure, and may do so up
to four years before failure. When a standard failure estimation technique is used, the GMS
score has also been found to be a significant long-term predictor of failure in three out of
four time periods. In addition to predicting failure moderately well, GMS has been a
better-than-average predictor of CAMEL downgrades two to three years in advance of the
event.

No significant changes have yet been made to the system. However, marked and sig-
nificant improvements have been suggested for each stage of the process (these suggested
changes are also detailed in a later subsection). Major proposed improvements include a
new weighting scheme for the GMS score, new variables for inclusion in the score, better
methods of constructing growth variables, and use of peer groups not based on the UBPR
groupings. If all of these suggested changes were made, they could increase the percentage
of banks accurately identified as future problems and could decrease the percentage 